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Abstract10

The polar vortex is a strong jet of westerly wind which forms each winter around the po-11

lar stratosphere. Sometimes, roughly every other winter, the polar vortex in the North-12

ern Hemisphere experiences a dramatic breakdown and associated warming of the po-13

lar stratosphere. Such events are called sudden stratospheric warmings (SSW) and they14

are known to have a significant influence on ground weather in Northern Eurasia and15

large parts of North America. Typically, these events are thought to occur due to plan-16

etary waves propagating to the stratosphere where they may disrupt the vortex. Here,17

we show that the SSW probability depends significantly on a favorable combination of18

geomagnetic and solar activity and the phase of the Quasi-Biennial Oscillation (QBO).19

Using logistic regression models, we find that more SSWs occur when early-winter ge-20

omagnetic activity (aa index) is low and QBO winds are easterly and when solar activ-21

ity (F10.7 index) is high and QBO winds are westerly. We then examine the possibil-22

ity of using these results to predict the occurrence probability of SSWs with several months23

lead time and evaluate the optimal lead times for all variables using cross-validation meth-24

ods. As a result, we find that the SSW probability can be predicted rather well and we25

can issue a probabilistic SSW prediction for the coming winter season with a success ra-26

tio of about 86% already in the preceding August. The results presented here are an im-27

portant step toward improving the seasonal predictability of wintertime weather using28

information about solar and geomagnetic activity.29

1 Introduction30

The wintertime polar stratosphere is characterized by the polar vortex, strong west-31

erly winds circulating the pole. The polar vortex results from cooling of high-latitude32

air, which starts already in fall and reaches its peak in mid-winter. According to the ther-33

mal wind shear balance, the cool air enhances the meridional temperature gradient which,34

corresponds to enhanced westerly winds of the polar vortex. While the vortex is formed35

due to radiative cooling of the polar stratosphere, it is also greatly influenced by atmo-36

spheric waves, dominantly by planetary-scale Rossby waves, which originate in the tro-37

posphere and propagate vertically through relatively weak westerly winds (Charney &38

Drazin, 1961). When planetary waves converge in the stratosphere, they can deposit east-39

erly momentum on the background flow and therefore decelerate the westerly winds (Matsuno,40

1971; Polvani & Waugh, 2004). Such wave activity also enhances the meridional circu-41

lation, which adiabatically warms the polar stratosphere (e.g., Salby & Callaghan, 2002).42

Wave activity is largely responsible for driving a global meridional circulation, so-called43

Brewer-Dobson circulation (BDC) from lower latitudes toward the winter pole (Butchart,44

2014). Often, if planetary wave activity on the vortex is strong enough, the forcing may45

weaken the vortex so much that it completely breaks down and even reverses or splits46

into several vortex cells. Such events are called sudden stratospheric warmings (SSWs)47

due to the accompanied rapid warming of the polar stratosphere (Matsuno, 1971; Dunker-48

ton et al., 1981). There are also so-called final warmings which eventually always occur49

in the spring and after which the vortex does not recover. While a polar vortex forms50

in both hemispheres during the local winter season, the SSWs are almost exclusively a51

Northern Hemisphere phenomenon due to the larger land-sea contrast and to the more52

intense orographic features (mountains etc.) which cause large planetary wave activity53

in the Northern Hemisphere (van Loon et al., 1973; Garfinkel et al., 2020). Yet, SSWs54

have been observed in the Southern Hemisphere as well, e.g., in 2002 (Krüger et al., 2005)55

and 2019 (Hendon et al., 2019; Rao, Garfinkel, White, & Schwartz, 2020).56

Sudden stratospheric warmings are dramatic dynamical events in the wintertime57

stratosphere and often have long-lasting effects on wintertime ground weather in large58

parts of the Northern Hemisphere (Baldwin et al., 2021). For example, Northern Eu-59

rope often experiences cold and dry conditions for weeks after an SSW (Butler et al., 2017;60

Baldwin et al., 2021), thereby causing significant societal and economic impacts. The61
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surface effect of SSWs is seen in the geopotential anomalies, Northern Annular Mode (NAM)62

and North Atlantic Oscillation (NAO) (Baldwin & Dunkerton, 1999, 2001), and also in63

the modulation of mean and extreme climate conditions in Europe (King et al., 2019).64

The response to SSW events is often described by the negative phase of the NAM/NAO,65

although it does not occur after every SSW (Charlton-Perez et al., 2018; Domeisen, 2019;66

White et al., 2019). Palmeiro et al. (2015) found that the stronger and more coherent67

tropospheric signals related to SSWs are caused by major SSWs when polar vortex re-68

verses, while minor warmings without vortex disruption yield less robust signal. White69

et al. (2020) also found that the tropospheric response almost linearly depends on the70

strength of the SSW.71

The formation of SSWs has been shown to greatly depend on the intensity of plan-72

etary wave propagation into the stratosphere and the state of the polar vortex itself (e.g.,73

de la Cámara et al., 2017; Matsuno, 1971; Scott & Polvani, 2004). Because of this, var-74

ious internal and external factors influencing planetary wave activity or the state of the75

polar vortex have been shown to influence the frequency of SSWs. Examples of such in-76

ternal atmospheric factors are the El Niño–Southern Oscillation (ENSO; Butler & Polvani,77

2011; Garfinkel, Butler, et al., 2012; Polvani et al., 2017; Domeisen et al., 2019), the Madden-78

Julian Oscillation (MJO; Garfinkel & Schwartz, 2017; Schwartz & Garfinkel, 2017), the79

amount of volcanic aerosols in the stratosphere (van Loon & Labitzke, 1987), and the80

late-fall snow cover in Eurasia (Cohen et al., 2007; Henderson et al., 2018). Probably the81

most significant and well known influence on SSW occurrence is exerted by the strato-82

spheric Quasi-Biennial Oscillation (QBO; Holton & Tan, 1980; Anstey & Shepherd, 2014;83

Garfinkel et al., 2018; Rao, Garfinkel, & White, 2020). QBO is a mode of alternating zonal84

winds in the tropical stratosphere with an approximate period of 28–34 months, form-85

ing a downward propagating pattern of the zonal winds (Baldwin et al., 2001). Holton86

and Tan (1980) were the first to show that the polar vortex is weaker when QBO at 5087

hPa is in the easterly phase and stronger when QBO is in the westerly phase. This re-88

sult is often referred to as the Holton-Tan effect. The cause of this QBO modulation of89

the polar vortex is often thought to result from the fact that easterly QBO causes the90

critical line (location where the zonal wind reverses from westerly to easterly) to be shifted91

toward the winter hemisphere (Holton & Tan, 1980). Because planetary waves cannot92

propagate in easterly winds the poleward shift of the critical line guides more planetary93

waves towards the winter polar stratosphere, which then weakens the polar vortex. An-94

other influence may come from the fact that QBO modulates the meriodional circula-95

tion and the easterly QBO enhances the Brewer-Dobson circulation resulting in stronger96

downwelling and adiabatic warming in the polar stratosphere (Flury et al., 2013). Also97

other mechanisms to explain the QBO influence have been suggested (e.g., Garfinkel, Shaw,98

et al., 2012; Silverman et al., 2018; Watson & Gray, 2014; White et al., 2015). Regard-99

less of the exact mechanism the easterly phase of QBO leads to a weaker vortex and be-100

cause a weaker vortex is more susceptible to planetary wave activity (e.g., Matsuno, 1970)101

the likelihood of SSWs increases (decreases) during easterly (westerly) QBO phase (Labitzke,102

1982).103

Solar related factors including solar wind driven energetic particle precipitation into104

the upper polar atmosphere and the varying solar irradiance have also been found to in-105

fluence the polar stratosphere and thereby have potential influence on the occurrence of106

SSWs. Energetic particle precipitation occurs mostly at high latitudes, and comes from107

several different sources, e.g., electrons from magnetospheric plasma sheet and radiation108

belts, highly energetic protons related to solar proton events and cosmic rays of galac-109

tic origin. Solar proton events are connected to solar eruptions (flares and coronal mass110

ejections) and therefore are relatively sporadic. However, the energetic electron precip-111

itation (EEP) is driven by solar wind and is more or less continuously present. The par-112

ticle precipitation and especially EEP in the polar region ionizes neutral atoms and molecules113

in the lower thermosphere and upper mesosphere forming reactive odd nitrogen (NOx)114

and hydrogen (HOx) oxides. These molecules participate in catalytic reactions result-115
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ing in ozone depletion (Crutzen et al., 1975). During winter, in the polar darkness the116

increased lifetime of NOx allows them to descend in the downwelling part of the Brewer-117

Dobson circulation into the stratosphere where they can destroy ozone, leading to the118

so-called indirect effect of energetic particle precipitation (Randall et al., 2007; Funke119

et al., 2014).120

In the polar mesosphere and upper stratosphere, ozone loss leads to a net radia-121

tive heating in mid-winter and to a radiative cooling in late winter and spring due to po-122

lar sunrise (Sinnhuber et al., 2018). These thermal changes intensify the polar vortex,123

which has been confirmed by observations (Lu et al., 2008; Seppälä et al., 2013; Salmi-124

nen et al., 2019) and by models (Rozanov et al., 2005; Baumgaertner et al., 2011; Ar-125

senovic et al., 2016). Recent studies have also shown that planetary wave activity which126

is suitably located with respect to the polar vortex is essential in order to allow the EEP127

effect on the polar vortex to take place (Asikainen et al., 2020; Salminen et al., 2022).128

One of the consequences of this is that the EEP influence on the polar vortex is predom-129

inantly observed during easterly phase of the QBO, when more planetary wave activ-130

ity is concentrated into the polar region (Salminen et al., 2019). Similar QBO modula-131

tion has been found for the EEP effect on the tropospheric NAM indices, where the cor-132

relation was stronger in the easterly QBO phase (Palamara & Bryant, 2004; Maliniemi133

et al., 2013, 2016).134

Solar UV irradiance roughly follows the sunspot cycle (L. E. Floyd et al., 2003; Fröhlich,135

2006) and varies by up to 6% near 200 nm responsible for ozone production and by up136

to 4% near 240–320 nm responsible for UV absorption by ozone (Gray et al., 2010). Higher137

UV irradiance results in a warmer tropical upper stratosphere due to increased ozone138

production (Soukharev & Hood, 2006; Frame & Gray, 2010), while in the lower strato-139

sphere the UV signal is seen in the circulation (Kodera & Kuroda, 2002; Salby & Callaghan,140

2004) although some of the apparent lower stratospheric solar signal has been attributed141

to aliasing of major volcanic eruptions (Chiodo et al., 2014; Kuchar et al., 2017). Increased142

UV absorption at low latitudes during winter enhances the meridional temperature gra-143

dient and westerly winds in the polar vortex (e.g., Kodera & Kuroda, 2002; Gray et al.,144

2010). Also the influence of varying solar irradiance on the polar vortex has been found145

to be modulated by the QBO phase. Labitzke and van Loon (1988) found that during146

westerly QBO phase the polar lower stratosphere is warmer in solar maxima and cooler147

during easterly QBO. Camp and Tung (2007) found a positive correlation between late-148

winter polar stratosphere temperature and sunspot numbers in the westerly QBO phase149

but no correlation for the easterly QBO. It has also been found that mid-winter SSWs150

are more frequent when the QBO phase is easterly around solar minimum, while in the151

westerly QBO phase SSWs occur mostly when solar activity is at maximum (Labitzke,152

1987; Gray et al., 2004; Labitzke et al., 2006; Gray et al., 2010). However, as reported153

by Baldwin et al. (2021) this relationship is modest for data updated to 2019.154

The SSWs can be well predicted about two weeks in advance with numerical weather155

models (Tripathi et al., 2015; Karpechko, 2018; Domeisen et al., 2020) but, considering156

the above mentioned influences on polar vortex and SSW occurrence, e.g., by solar re-157

lated factors and QBO, there may be potential for longer lead time predictability. Re-158

cently, Salminen et al. (2020) conducted a statistical study on the influence of several159

different internal and solar related factors on SSW occurrence. They found that the QBO160

and geomagnetic activity (which is an indirect measure for EEP) were the two most in-161

fluential drivers affecting the SSW occurrence. More precisely, the latter was greatly en-162

hanced when geomagnetic activity was lower than average and QBO was in the easterly163

phase. This means that in QBO-E phase enhanced (weakened) particle precipitation makes164

the polar vortex stronger (weaker) and less (more) vulnerable to SSWs. Motivated by165

this result, we examine in this paper the long-term predictability of SSW occurrence prob-166

ability. We develop further the results found by Salminen et al. (2020) and build a model167

predicting the wintertime SSW occurrence probability before the winter season begins.168
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We will study how the combined effect of geomagnetic activity (aa index) or solar irra-169

diance (F10.7 index) together with the QBO phase modulates SSW occurrence. We in-170

vestigate the sensitivity of SSW probability on the timing of these explanatory factors171

in order to find the optimal time lags of these factors for SSW prediction. The paper is172

organized as follows. The data sets and methods are described in Section 2. In Sections 3173

and 4, we investigate the effect of geomagnetic activity and solar irradiance, respectively,174

and the QBO phase on SSW occurrence rate in order to find the best combinations for175

prediction. In Section 5, we study what is the optimal length of the time window of ge-176

omagnetic/solar activity affecting the SSW occurrence. We also evaluate the performance177

of the final prediction model in Section 6. The discussion of the results and conclusions178

are given in Section 7.179

2 Data and Methods180

2.1 Reanalysis data and identification of SSWs181

Over the years, many different definitions for a major SSW event have been sug-182

gested (Butler et al., 2015). However, perhaps the most commonly used definition is based183

on the reversal of the stratospheric zonal-mean zonal wind suggested by Charlton and184

Polvani (2007), which we also use in this work. According to this definition, the major185

SSW central date is defined as the day when the daily zonal-mean zonal wind at 10 hPa186

and 60◦N latitude reverses to easterly in any of the northern winter months (November187

to March). In order to distinguish successive events, zonal wind must have returned to188

westerly for 20 consecutive days before the next event is identified. To exclude the fi-189

nal warming, the zonal wind has to return to westerly for at least 10 consecutive days190

before the end of April.191

Note that although this definition does not explicitly involve the meridional tem-192

perature gradient, the required reversal of the zonal wind implies a reversal or at least193

a significant weakening of the temperature gradient in accordance with the thermal wind194

shear balance. An additional criterion for reversed meridional temperature gradient would195

make only a small difference to the list of SSWs (Charlton & Polvani, 2007). Although196

SSWs could also be defined based on other criteria (e.g., involving reversal of meridional197

temperature gradient or considering winds and temperatures at different latitudes and198

altitudes) the standard definition used here allows for a more direct comparison of our199

results with other statistical studies using the same definition (Butler et al., 2015) and200

has been shown to be optimal in terms of the stratospheric changes, wave forcing, and201

surface impact associated to the event (Butler & Gerber, 2018).202

SSW identification requires zonal wind data which can be obtained from atmospheric203

reanalysis data sets. Reanalysis products are based on numerical weather and climate204

models, which assimilate a wide variety of atmospheric and other observations provid-205

ing complete 3D fields of atmospheric variables as a function of time. Therefore, the re-206

analyses effectively fill the gaps in spatially and temporally irregular observations using207

numerical models. Because of this approach the reanalysis fields may be more model208

biased rather than correspond to the actual data within the intervals of sparse observa-209

tions. Due to the differences in model construction and data quality as well as data as-210

similation techniques there are also some differences between different reanalysis prod-211

ucts. In order to reduce the effects of possible uncertainties in zonal wind fields on the212

SSW identification, we consider in this work the major SSW events using several differ-213

ent reanalysis data sets: (1) the fifth generation of the European Centre for Medium-214

Range Weather Forecasts (ECMWF) atmospheric reanalysis of global climate ERA5 (Hersbach215

et al., 2020) available in 1950 – 2021, (2) the National Centers for Environmental Pre-216

diction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis (Kalnay217

et al., 1996) in 1948 – 2021, (3) second generation ECMWF reanalysis ERA40 (Uppala218
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Table 1. Central dates of the Northern Hemisphere SSWs in reanalysis products. The value

after the date indicates the maximum easterly zonal-mean zonal wind at 60◦ N, 10 hPa during

the SSW event. The *** notation indicates that an SSW was not detected in the correspond-

ing reanalysis. The * after the reported date is the time when the zonal wind in the reanalysis

almost reached a zero value in the vicinity of the SSW detected by the other reanalyses.

Yeara ERA5 NCEP/NCAR ERA40 ERA-interim
1950 - 2021 1948 - 2021 1958 - 2002 1979 - 2019

1950 05-Mar -8.9 *** ***
1951 09-Feb -7.3 *** ***
1952 19-Feb -20.0 25-Feb -6.1
1953 19-Nov -1.9 *** ***
1955 12-Jan -2.7 *** ***
1957 04-Feb -26.0 08-Feb -0.4
1958 01-Feb -5.2 30-Jan -13.3 31-Jan -7.0
1959 *** *** 30-Nov -5.8 *** ***
1960 17-Jan -5.3 16-Jan -2.0 15-Jan -6.9
1963 27-Jan -6.8 12-Feb 0.8 28-Jan -4.2
1965 23-Mar* 1.3 23-Mar -0.4 23-Mar* 1.3
1966 16-Dec -5.8 08-Dec -9.4 16-Dec -5.5

22-Feb -7.8 24-Feb -5.0 23-Feb -7.0
1968 07-Jan -5.1 07-Jan* 1.1 07-Jan -5.2
1969 28-Nov -4.8 27-Nov -6.6 28-Nov -3.9

13-Mar -0.6 13-Mar -0.2 13-Mar -1.0
1970 02-Jan -13.6 02-Jan -9.9 01-Jan -13.7
1971 18-Jan -7.3 17-Jan -9.4 18-Jan -11.7

20-Mar -4.0 20-Mar -4.5 19-Mar -5.0
1973 31-Jan -25.3 02-Feb -13.8 31-Jan -28.5
1977 09-Jan -2.8 11-Jan 0.0 09-Jan -4.5
1979 22-Feb -13.0 22-Feb -11.4 22-Feb -17.1 22-Feb -15.4
1980 29-Feb -7.8 29-Feb -8.7 29-Feb -5.7 29-Feb -7.0
1981 04-Mar -0.7 04-Mar* 0.9 04-Mar -1.2 04-Mar -1.0
1982 04-Dec -2.4 04-Dec -0.5 04-Dec -3.6 04-Dec -2.0
1984 24-Feb -11.3 24-Feb -10.7 24-Feb -10.5 24-Feb -10.7
1985 01-Jan -15.4 02-Jan -11.9 01-Jan -17.5 01-Jan -16.3
1987 23-Jan -20.6 23-Jan -19.7 23-Jan -22.5 23-Jan -22.3
1988 08-Dec -17.7 08-Dec -16.1 07-Dec -17.9 07-Dec -17.5

14-Mar -3.6 14-Mar -2.9 14-Mar -4.3 15-Mar -4.0
1989 21-Feb -13.8 22-Feb -12.0 21-Feb -14.4 21-Feb -14.5
1995 05-Feb* 0.3 04-Feb* 0.3 05-Feb +0.3 05-Feb -0.3
1999 15-Dec -23.1 15-Dec -17.4 15-Dec -23.1 15-Dec -22.3

26-Feb -17.5 25-Feb -18.0 26-Feb -18.4 26-Feb -17.4
2000 20-Mar -3.1 20-Mar -3.7 20-Mar -3.8 20-Mar -3.3
2001 11-Feb -12.3 11-Feb -13.4 11-Feb -12.3 11-Feb -12.3
2002 30-Dec -2.1 02-Jan -0.8 30-Dec -1.7 30-Dec -2.0

17-Feb -0.4 17-Feb 1.8 17-Feb -0.1 17-Feb 0.0
2003 18-Jan -1.9 18-Jan -1.5 18-Jan -2.5
2004 05-Jan -14.8 07-Jan -11.1 05-Jan -15.5
2006 21-Jan -25.3 21-Jan -22.3 21-Jan -25.0
2007 24-Feb -8.6 24-Feb -8.8 24-Feb -8.3
2008 22-Feb -14.1 22-Feb -13.4 22-Feb -15.4
2009 24-Jan -29.4 24-Jan -28.6 24-Jan -31.1
2010 09-Feb -7.0 09-Feb -5.7 09-Feb -6.9

24-Mar -2.9 24-Mar -1.7 24-Mar -2.5
2013 06-Jan -12.8 07-Jan -10.0 06-Jan -13.3
2017 01-Feb* 0.9 01-Feb* 1.5 01-Feb -0.3
2018 12-Feb -24.1 12-Feb -23.2 11-Feb -25.1
2019 01-Jan -10.1 02-Jan -9.0 01-Jan -10.5
2021 05-Jan -9.3 05-Jan -7.0

a year of winter is defined in January.
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et al., 2005) in 1958 – 2002, and third generation ERA-Interim (Dee et al., 2011) in 1979 –219

2019.220

Table 1 displays the central dates of the major SSW events found in northern win-221

ters in 1950 – 2021 using the Charlton and Polvani (2007) definition and different reanal-222

yses. In total, we find 47 SSW events in 40 winters in 72 years for ERA5, 38 events (33223

winters) in 74 years for NCEP/NCAR, 29 events (23 winters) in 45 years for ERA40,224

and 28 events (25 winters) in 41 years for ERA-Interim. Note that the central dates and225

the maximum daily zonal easterly wind values related to the event often differ somewhat226

between the reanalyses.227

The majority of events after 1960 are found in all reanalyses except for winters of228

1965, 1995, and 2017 when the complete reversal of the zonal wind was found only in229

one reanalysis while in the others , e.g., in ERA5, it did not quite reach zero value. Ac-230

cording to the SSW compendium by Butler et al. (2017) available at https://csl.noaa231

.gov/groups/csl8/sswcompendium/majorevents.html, none of these events are seen232

by JRA-55 (Japanese 55-year Reanalysis) and MERRA-2 (Modern-Era Retrospective233

analysis for Research and Applications version 2) reanalyses either. Note that the SSW234

compendium data covers only the years 1958 – 2020 and does not include the ERA5 re-235

analysis. According to ERA5, there are 6 additional events in 1950 – 1957 and one more236

in January of 2021 (also seen in NCEP/NCAR).237

In Figure 1, we compare daily zonal-mean zonal wind at 10 hPa and 60◦N latitude238

of all the four reanalyses from 1950 to 2021. One can see that until about 1965 the dif-239

ferent reanalyses show quite large differences in the wintertime zonal wind. The differ-240

ence between ERA5 and NCEP/NCAR is noticeable in the 1950s, especially in 1950 and241

1951. Although both NCEP/NCAR and ERA5 are able to reproduce the first ever ob-242

served SSW event in February 1952 known as “Berlin Phenomenon” (Scherhag, 1952),243

the events in 1950, 1951, 1953, and 1955 are found only in ERA5, while SSW in the win-244

ter of 1959 is found only in NCEP/NCAR (also not seen by JRA-55 according to the SSW245

compendium).246

It is known that the reliability of the reanalysis wind fields at stratospheric levels247

prior to 1958 gradually decreases toward earlier time due to lack of upper-air observa-248

tions (Kistler et al., 2001). Butler et al. (2017) also suggests that the evolution of SSW249

events prior to 1964 should be viewed with caution as radiosonde measurements were250

very rare at that time. Many more data sources were used in the assimilation of ERA5251

compared to older reanalyses, including digitized upper-air observations (Bell et al., 2021).252

Therefore, in this study, we consider all SSW events seen by ERA5 since 1952. In this253

way the list of SSWs is based on one reanalysis system during the whole, long time in-254

terval, and is expected to provide the most consistent and reliable estimate even in the255

early period in the 1950s and 1960s.256

2.2 QBO data257

We also use the ERA5 reanalysis data to calculate the QBO winds in the equato-258

rial stratosphere. The QBO at different pressure levels (10, 20, 30, 50, and 70 hPa) is259

obtained from the monthly anomalies of the zonal mean zonal wind at the respective height260

averaged over 10◦S—10◦N. In order to have a clear separation between the two differ-261

ent QBO phases, we defined the QBO to be in the easterly phase when the equatorial262

zonal wind anomaly is negative and its magnitude is greater than half of the standard263

deviation of negative zonal wind anomalies. Similarly, westerly phase is defined by the264

zonal wind anomaly being larger than half of standard deviation of positive zonal wind265

anomalies. This approach reduces the uncertainty of defining a winter to the two QBO266

phases in such cases where the QBO zonal wind anomaly is close to zero. Note that ac-267

cording to Bell et al. (2021), zonal winds below 10 hPa are accurately reproduced by the268
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Figure 1. Zonal-mean wind speed at 10 hPa and 60◦N according to ERA5 (black),

NCEP/NCAR (red), ERA40 (blue), and ERA-Interim (green); circles indicate SSW dates identi-

fied using Charlton and Polvani (2007) definition using different reanalyses (same coloring).
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ERA5 reanalysis back to 1950 with less than 2 m/s observational error, and are perfectly269

represented in points co-located with the observations.270

2.3 Geomagnetic and solar data271

In this work we consider how the occurrence probability of SSWs is influenced by272

geomagnetic activity and solar activity. We employ the geomagnetic aa index which mea-273

sures global geomagnetic activity and is calculated from the magnetic variations at an-274

tipodal observatories in Britain and Australia. The aa index has been constructed since275

1868 and is the longest continuous record of geomagnetic activity to date. In this study276

the aa index is being used as a proxy measure for energetic electron precipitation into277

the upper atmosphere.278

As the index of solar activity, we use the solar F10.7 radio flux index which cor-279

relates with solar UV and total irradiance (L. Floyd et al., 2005; Gray et al., 2010). So-280

lar UV irradiance is strongly absorbed in the stratosphere, thereby affecting the zonal281

wind distribution, potentially also the polar vortex (Labitzke & van Loon, 1988; Balachan-282

dran & Rind, 1995; Gray et al., 2004; Camp & Tung, 2007; Matthes et al., 2013; Mitchell283

et al., 2015; Garfinkel et al., 2015), see also the reviews by Gray et al. (2010) and Ward284

et al. (2021).285

2.4 Logistic regression286

In this study, we develop a model to estimate the probability that an SSW occurs287

during the winter. Each winter is assigned a binary value: a value of 1 for winters with288

an SSW event, and a value of 0 for those without an SSW. We model the occurrence prob-289

ability with the logistic regression method, which is commonly used to model binomial290

outcomes. The logistic regression model expresses the probability of an event with a de-291

pendence on an explanatory variable X (or possibly many variables) according to equa-292

tion293

P =
1

1 + e−a−b·X (1)294

This equation describes a curve, which smoothly changes between values of 0 and295

1 when X goes from minus to plus infinity. The intercept a defines the location of P=0.5296

point and the rate parameter b describes a steepness of the function. The steepness also297

indicates how strongly X increases (b > 0) or decreases (b < 0) the occurrence prob-298

ability. Recently, Salminen et al. (2020) studied the dependence of SSW occurrence rate299

on several different factors (geomagnetic activity, sunspots, El Niño and QBO). They300

showed that SSW events occur more often during winters where geomagnetic activity301

(ap index in December) is low and which are preceded by easterly QBO at 30 hPa in Septem-302

ber. Motivated by this statistically significant result we first repeated their results us-303

ing the logistic regression model with geomagnetic aa index. We use logarithmic (log10)304

scale which is found to provide slightly better results. We applied log10 scale to 3-hour305

aa values and calculated normalized daily values from which monthly averages were cal-306

culated. We show the results in Figure 2. The logistic regression fit was done using gen-307

eralized linear regression model built in Matlab programming platform separately for those308

winters, where the September QBO is easterly (Fig. 2a) and westerly (Fig. 2b), and X309

in Eq. 1 is log10(aa)Dec. Due to the threshold of half QBO standard deviation, 62 win-310

ters correspond to a certain QBO in September, 31 winters in each phase. The estimated311

probability is shown by the thick green curves and the 95% confidence interval for the312

probability is indicated by the dashed green curves. The dashed vertical line indicates313

the median values for log10(aa)Dec.314
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Figure 2. Logistic regression estimate of the SSW probability (thick green curve) using

monthly mean log10(aa)Dec index in December as explanatory variable. The black dots indi-

cate the binary observations (value of 1 for winters with SSW and value of 0 for winters without

SSW), dashed red vertical lines indicate median log10(aa)Dec index values in 1951 – 2020, dashed

blue horizontal lines are the average occurrence probability of SSWs in the respective QBO phase

at 30 hPa in preceding September (a) for QBO-E and (b) for QBO-W (beyond the threshold of

half QBO standard deviation). The dotted green curves indicate the 95% confidence interval of

the estimated SSW probability.

One can see that best fit probability curves reveal a difference in the distribution315

of SSW winters between high and low log10(aa) values. If QBO is easterly (westerly) the316

probability for an SSW event increases (decreases) with decreasing log10(aa)Dec com-317

pared to the average occurrence probability of SSWs in the respective QBO phase (shown318

with horizontal dashed lines). The fitted intercept a is equal to 1.7±0.7 and rate param-319

eter b is -4.0±1.6 in QBO easterly phase. For increasing geomagnetic activity in QBO320

easterly phase the SSW probability decreases. On the other hand, due to sparse obser-321

vations, the uncertainty of the model increases significantly. In westerly QBO phase, the322

influence of aa on SSW probability is opposite to the QBO-E (easterly phase) phase, but323

much weaker. The corresponding probability does not significantly differ from the av-324

erage SSW occurrence probability of about 0.4 in QBO-W (westerly phase) for any log10(aa)Dec325

value. This is apparently reflected by the large uncertainty in the fitted parameters with326

intercept a being -0.4±0.4 and rate parameter b being 0.7±0.8. Although based on a slightly327

different list of SSW events, these results are in a good agreement with the recent re-328

sults by Salminen et al. (2020).329

2.5 Model performance measures330

We use two measures to evaluate the performance of the probabilistic model. The331

first measure is the so-called Brier score defined as a mean square error of the probabil-332

ity forecast, i.e. the mean squared difference of the continuous-valued probability esti-333

mates and binary-valued outcomes (Brier, 1950). Lower values suggest better prediction.334

A poor model forecasts an event or no-event with probabilities close to 0.5. In this case,335

the Brier score would be close to 0.25, while in a precise model the Brier score should336

be lower than 0.25. As the second measure, we use the success ratio, which is defined337

as the fraction of correct predictions. Because the outcomes are binary valued (0 for win-338
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ter without SSW and 1 for winter with SSW) the output of the logistic regression model339

needs to be converted into a binary outcome in order to evaluate the success ratio. This340

procedure effectively corresponds to a binary classifier, which requires a cutoff value for341

the probability to indicate an SSW (no SSW) if the predicted probability is larger (smaller)342

than the cutoff value. A natural choice for the cutoff is often 0.5, but in general the cut-343

off is an optimizable parameter of the model and can differ from 0.5, e.g., if the data set344

is significantly imbalanced (different sizes of the two classes).345

3 Geomagnetic activity effect on SSW occurrence346

As shown above in Fig. 2, the December aa index and September QBO phase at347

30 hPa significantly affect the SSW probability. However, these particular choices, which348

correspond to those in Salminen et al. (2020) are not necessarily optimal for the logis-349

tic regression model. Therefore, in order to find the combination of optimal QBO and350

aa index which yields the strongest influence on the SSW occurrence probability, we fit-351

ted the logistic regression model by varying (1) the month and (2) the pressure level used352

to define the QBO phase, and (3) the timing of the 30-day interval used to calculate the353

average log10(aa) index. The QBO month was varied from January in the previous win-354

ter to March of the present winter, the QBO pressure level from 10 hPa to 70 hPa, and355

the log10(aa) index 30-day interval from September to February in the SSW winter. Run-356

ning mean log10(aa) values were calculated with 1-day time step with the same normal-357

ization as described in the previous section. In order to preserve a causal connection be-358

tween the geomagnetic activity (energetic electron precipitation) and the SSWs, winters359

when SSW event occurs exclusively before the last day of the log10(aa) time window are360

considered as winters without SSW. We note that before January, this approach does361

not significantly affect the analysis as only for one winter in 1982 the SSW event occurred362

exclusively in December.363

The results of this calculation are shown in Figure 3 where the color indicates b val-364

ues from Equation 1. Higher values signify a steeper change in the SSW probability with365

increasing log10 aa. Negative b values are colored in blue and suggest that the SSW events366

are more probable during low geomagnetic activity, i.e. similar to Figure 2a. Red col-367

ors denote opposite effect, i.e. similar to Figure 2b. The p-value of the b parameter is368

based on the t-test. We confirmed the validity of the t-test by two types of Monte-Carlo369

simulations (however, due to computationally expensive calculations only for the opti-370

mal model discussed below in Section 5). In the first simulation we introduced random371

time shifts between QBO, aa, F10.7 and the binary probability time series, refit the model372

parameters and repeated this for 100000 iterations. In another simulation we used boot-373

strapping, i.e., resampled each of the time series randomly with replacement blocks of374

different size (testing from 1 to 10 years) 100000 times. These resampling approaches375

retain the autocorrelations of the time series but break their mutual relationships. When376

comparing the original parameter values to the Monte-Carlo distributions of model pa-377

rameters the p-values of each parameter agreed well with those obtained from the t-test378

thereby validating the use of t-test.379

Here, we show contours for 0.05 (thin dashed), 0.02 (thin solid) and 0.01 p-values380

(thick). The panels in the left column correspond to winters when QBO in the correspond-381

ing month (vertical axis) was in the easterly phase, and in the right column to winters382

with QBO in the westerly phase. The horizontal axes in Figure 3 indicate the last day383

of the 30-day interval for averaging log10 aa.384

Significant negative values of b parameter are clearly visible at all QBO pressure385

levels in the easterly phase beginning at 10 hPa from previous February and moving to386

later months with decreasing altitude (increasing pressure level). The downward move-387

ment corresponds to the slow downward propagation of the QBO wind shear zones. The388

strongest response of the SSW probability to log10(aa) is obtained for winters preceded389
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Figure 3. Fitted b parameter in Equation 1 as a function of QBO month (vertical axis) and

time of the 30-day log10(aa) window (horizontal axis). The time of the log10(aa) window corre-

sponds to the last day of the 30-day interval. The parameter values are calculated separately for

the winters when the QBO phase at corresponding month/pressure level was easterly (left col-

umn) and westerly (right column). Contours denote statistical significance from a t-test: p=0.05

(thin dashed), p=0.02 (thin solid), and p=0.01 (thick).
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by easterly QBO at 30 hPa evaluated in August and seems to begin in November and390

maximize around beginning of January with 30-day average log10(aa) taken in Decem-391

ber. Since most SSWs happen in January and February, the aa related response in Fig-392

ure 3 mostly disappears after February, when many SSWs are cut out from the analy-393

sis. We also note that the b parameter has a curious dropout with lower p-values cor-394

responding to the window with last day in December (i.e., November month). We found395

that this dropout is largely due to three winters; 1957 and 2004, which are SSW win-396

ters and 1959 which does not have a SSW. Winters of 1957 and especially 2004 are as-397

sociated to very large geomagnetic activity (winter of 2003/2004 has the largest Novem-398

ber log10(aa) value in the entire dataset) and therefore they greatly oppose the tendency399

of most other data points in Figure 2 and lead to a decreased b-parameter. In contrast400

the October or December values of the log10(aa) for these years are not equally large and401

do not deviate from the tendency of the other data points, which is why the b-parameter402

for the window with last day in November is again stronger and statistically significant.403

Note that the winter 2003/2004 has noted to be a strong outlier in other similar stud-404

ies of EEP influence on the polar vortex (Maliniemi et al., 2013; Salminen et al., 2019).405

Year 1959, on the other hand, has a rather large aa value for the window ending in De-406

cember, which is why it also greatly diminishes the b-parameter there. Removing these407

influential years from the fit would yield a continuous statistically significant aa response408

from Nov-Jan in Figure 3 (not shown).409

In the westerly QBO (right column in Figure 3), weak but significant b values are410

seen mostly for the QBO at 20 and 30 hPa at the beginning of the previous winter and411

during May, respectively. This is the same result as shown by Figure 2b, where the lo-412

gistic regression function indicates that less SSWs occur during low geomagnetic activ-413

ity if the QBO is in the westerly phase. However, this signal is quite weak and appears414

more intermittently than the response in QBO easterly phase. Overall it therefore seems415

that the clearest influence of log10(aa) appears in the QBO-E phase.416

The influence of QBO easterly phase together with geomagnetic activity seems to417

be strongest at 30 hPa level when QBO phase is taken from August, i.e. about 3–4 months418

before the winter season. Since the QBO phase descends with time a similar, but not419

quite that strong, aa-related response is obtained by taking the QBO phase at 50 hPa420

in September-October or 70 hPa at November. As shown by Figure 3, the aa-related ef-421

fect is clearly strongest and most significant in August at 30 hPa indicating that the 4–422

5 month time lag to subsequent winter season is relevant. Some of this significance may423

be due to the fact that QBO at 30 hPa is more often in the easterly phase (more data424

points) compared to the lower QBO levels: 30 winters are preceded by easterly QBO at425

30 hPa in August, 25 winters are preceded by easterly QBO at 50 hPa in September, and426

23 winters are preceded by easterly QBO at 70 hPa in November. This difference may427

result in higher significance of the fitted logistic regression using QBO phase at 30 hPa.428

Often the QBO influence on polar stratosphere is understood via QBO’s influence429

on planetary wave propagation. This is true, e.g., in the so-called Holton-Tan effect (Holton430

& Tan, 1980), where the easterly QBO in the mid to low stratosphere guides more plan-431

etary wave activity into the polar stratosphere thereby making the polar vortex more432

variable, weaker and even disrupted to the point of SSW formation. Secondly, easterly433

QBO phase results in the increased ascent rate in the tropical stratosphere, and thus stronger434

Brewer–Dobson circulation (BDC) (Flury et al., 2013). Therefore, more air including ozone435

(Salminen et al., 2019) reaches the polar lower stratosphere by winter. Increased adia-436

batic heating related to the BDC associated downwelling at high latitudes in QBO-E also437

contributes to weakening of the vortex. Recent studies have shown that the weaker vor-438

tex associated with planetary wave forcing favors wave-mean-flow interactions by which439

the energetic electron precipitation can affect the polar vortex dynamics (Salminen et440

al., 2019; Asikainen et al., 2020; Salminen et al., 2022). The exact reason why the QBO441

time lag from August to the winter season seems to be relevant for the EEP effect on442
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the vortex warrants a more detailed study. However, it is likely that the planetary wave443

forcing and the BDC associated adiabatic heating take some time to build up a signif-444

icantly weakened vortex by the beginning of the winter, which would favor the EEP ef-445

fect.446

4 Solar activity effect on SSW occurrence447

Labitzke (1987), Labitzke and van Loon (1988) and Labitzke et al. (2006) showed448

that solar activity, specifically F10.7 radio flux index, together with the QBO seem to449

influence the state of the northern polar vortex. A positive (weaker negative) correla-450

tion between F10.7 and polar stratospheric temperature or geopotential height is observed451

during westerly (easterly) phase of the QBO.452

To see if there is evidence for the solar activity influence on SSW probability in our453

setting we carry out a similar analysis as in the previous section but now using the stan-454

dardized F10.7 index as an explanatory variable in Equation 1. Results for the easterly455

and westerly QBO phases at different altitudes are shown in Figure 4 in the same for-456

mat as in Figure 3. Significant positive (red) values of b parameter are clearly seen mostly457

in the westerly QBO phase. Positive b indicates that the SSW occurrence probability458

increases with the F10.7 index. The response is seen with different QBO lags with re-459

spect to the winter: 7–11 months before December for the westerly QBO phase at 20 hPa,460

4–7 months for the westerly QBO phase at 30 hPa, and no lag for the QBO at 50 hPa.461

These results are in accordance with the results by Labitzke and van Loon (1988) who462

showed that during westerly QBO winters the polar stratospheric temperature correlates463

with solar activity. The decrease of the optimal QBO time lag with decreasing altitude464

corresponds to the descend of the QBO wind signal in time similarly as in Figure 3. A465

similar influence of solar activity was also observed by Salminen et al. (2020), who showed466

that high solar activity together with QBO-W was associated with a higher probabil-467

ity of SSWs than low solar activity in the same QBO phase, although this difference was468

not statistically very significant. Here, however, the F10.7 effect is significant and does469

not strongly depend on the timing of the 30-day F10.7 window. This is because F10.7470

varies rather slowly with the solar cycle and persists at similar levels over a year. Yet,471

the solar flux in May – June for the westerly QBO at 30 hPa and in October –November472

for the westerly QBO at 50 hPa yields a slightly stronger effect on the SSW occurrence473

as p-values are lower than 0.02 for these combinations (although the differences to other474

F10.7 timings are not large enough to be significant).475

There is also a small but significant region of positive response in QBO-E especially476

at 50 hPa in June – July and 70 hPa around September –October. Despite a rather slow477

F10.7 variation on monthly time scale, significant signal is seen only using F10.7 taken478

around January. The effect emerges when the last day of the window crosses mid-January.479

Consequently, winters of 1953, 1955, 1985, 2006, and 2019 when SSWs exclusively oc-480

cur before the end of January become considered as winters without SSWs, i.e. assigned481

zero P values in Equation 1. The strongest response is seen for winters preceded by QBO-482

E taken at 70 hPa in October and F10.7 in January. Although, this signal is consistent483

with earlier studies of the northern hemisphere polar temperature (Gray et al., 2004; Camp484

& Tung, 2007; Mitchell et al., 2015) it is of little use for predictive purposes.485

The mechanism of the solar activity effect on the SSW occurrence is likely partly486

related to the modulation of the BDC. According to Flury et al. (2013), westerly QBO487

slows down the ascent rate of the tropical part of the BDC, which is associated with weak-488

ened downwelling in the Arctic, making the polar lower stratosphere cooler. Moreover,489

it has been shown that in westerly phase of the QBO the BDC strengthens (weakens)490

during high (low) solar activity (Labitzke et al., 2006; Matthes et al., 2010). Gray et al.491

(2004) found indications that zonal wind anomalies in the equatorial/subtropical upper492

stratosphere associated with the westerly QBO during high solar activity reinforce each493
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Figure 4. Fitted b parameter in Equation 1 as a function of QBO month (vertical axis) and

time of the 30-day F10.7 window (horizontal axis). The time of the F10.7 window corresponds

to the last day of the 30-day interval. The parameter values are calculated separately for the

winters when the QBO phase at corresponding month/pressure level was easterly (left column)

and westerly (right column). Contours denote statistical significance from a t-test: p=0.05 (thin

dashed), p=0.02 (thin solid), and p=0.01 (thick).
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other in a way which leads to the development of the Aleutian high in the winter strato-494

sphere, which in turn enhances planetary wave formation and propagation into the po-495

lar stratosphere. Based on these past findings, in QBO-W the SSW probability is ex-496

pected to be higher (lower) during high (low) solar activity.497

Chiodo et al. (2014) and Kuchar et al. (2017) suggested that solar-related response498

in the tropical lower stratosphere potentially originates from the aliasing of the solar cy-499

cle with the major volcanic eruptions El Chichón in 1982 and Mt. Pinatubo in 1991. How-500

ever, in this study, we consider only those years when QBO is greater than half of its stan-501

dard deviation in the corresponding phase. Consequently, winters of 1983 and 1993 are502

excluded from the analysis, while winter of 1992 corresponds to the easterly QBO phase503

and, thus, also does not affect the results presented in Figure 4.504

For the purposes of building a predictive model for SSWs, we will here use the re-505

sponse to solar F10.7 during westerly QBO at 30 hPa during summer as seen in Figure506

4. This allows us to estimate the SSW probability in QBO-W several months before the507

winter season.508

5 Optimal predictive models and their performance509

Figures 3 and 4 show the effects of the geomagnetic and solar activity on SSW oc-510

currence probability when the log10(aa) and F10.7 indices are averaged over a 30-day511

window. In order to study what is the most optimal length of the time window affect-512

ing the SSW occurrence, we use the Brier score and the success ratio to evaluate the per-513

formance of the probabilistic model (see Section 2.5). In the following analysis, the per-514

formance measures as well as the cutoff probability are obtained using a leave-one-point-515

out cross validation technique. The idea of this method is to fit and evaluate the model516

using all the data except one year and then make a prediction for that year. The pro-517

cedure is then repeated for all years. The model performance and optimal cutoff corre-518

sponding to the highest success ratio are then estimated using all the predicted values.519

In Figure 5a-f, we varied the length (vertical axis) and timing (the horizontal axis520

indicates the last day of the window) of the window used to average the explanatory vari-521

able (either log10(aa) or F10.7) in the logistic model and display the Brier score, opti-522

mal cutoff probability and the model success ratio as a function of these two factors. The523

plots of Figure 5a-c correspond to the model for QBO-E phase (QBO taken at 30 hPa524

from preceding August) with log10(aa) and plots of Figure 5d-f correspond to QBO-W525

phase (QBO taken at 30 hPa from preceding June) with solar F10.7 index. For the QBO-526

E model one can see that the model performs optimally, when the log10(aa) window ends527

in the first half of January. The success and Brier score are not very sensitive to the length528

of the averaging window and the optimal length is somewhere between 25 to 50 days (Fig-529

ure 5). When the averaging window moves past late-January the model performance de-530

creases considerably. This is because increasingly more SSWs will be dropped out from531

the fit due to the requirement that the SSW must happen after the last day of the av-532

eraging window. The optimal timing of the log10(aa) window agrees well with the de-533

scend of EEP-related NOy below 0.02 hPa pressure level estimated by Funke et al. (2014).534

They found that the NOy amount in December effectively depends on the average ge-535

omagnetic activity (ap index) in October –December, while the NOy amount in January536

and February depends more on ap index in December and January. Our results provide537

similar estimates showing that SSW occurrence is influenced by geomagnetic activity from538

mid-November to end of January. The optimal cutoff probability around the optimal log10(aa)539

window is between 0.5 and 0.75 depending on the exact location of the averaging win-540

dow. With such cutoffs the binary classification of the logistic regression results yields541

a rather high success ratio of 87-90%, which is clearly above the average SSW occurrence542

rate in QBO-E phase: 73% (22 out of 30 winters) for half standard deviation QBO phase543

threshold and 72% (26 out of 36 winters) with zero QBO phase threshold.544
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Figure 5. Performance of the SSW prediction models: (a, d) Brier score, (b, e) cutoff proba-

bility, and (c, f) success of the prediction. The results have been computed using different lengths

and positions of the averaging window of the explaining variable in Equation 1. The models

are calculated for the winters with QBO at 30 hPa being in the easterly phase (a, b, c) during

August and log10(aa) as an explaining variable; (d, e, f) for the winters with QBO at 30 hPa

being in the westerly phase during June and F10.7 as an explaining variable. Contours denote

statistical significance of p=0.05 (dashed), p=0.02 (thin), and p=0.01 (thick). Open red circles

indicate optimal combination for the SSW probability model: log10(aa) in 1 January – 15 July for

the easterly QBO phase and 01 May – 31 July for the westerly.
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Figure 6. Normalized time series of log10(aa) averaged in January — mid-July used for the

SSW prediction in QBO-E winters (blue). Also shown log10(aa) in December which was found to

be the most significant in modulating the SSW occurrence (green). Red curve corresponds to the

F10.7 index averaged over May — July used for the SSW prediction in QBO-W winters.

The overall optimal log10(aa) window extends roughly from December to January545

and therefore provides only a rather short lead time, if any at all, for SSW prediction.546

However, Figures 5a-c indicate that there is another region of log10(aa), which offers al-547

most as good a model performance as the optimal window. The slanted light-green re-548

gion of low Brier score in Figure 5a and dark region of high success ratio in Figure 5c549

extend from June (window length about 90 days) to November-December (window length550

about a year). For example, for windows extending some 120-180 days backward from551

mid-July show an average Brier score of about 0.17, which is not much worse than 0.15552

of the optimal region. The optimal cutoff in these averaging windows is about 0.6 and553

with this cutoff the model yields a success ratio of 87%, which is practically as good as554

in the optimal region.555

Taking the average log10(aa) from the start of the year until mid-July provides the556

best possibility for predicting the SSW probability of the following winter with a gen-557

uine, rather long lead time of about 5 months. The reason why average log10(aa) eval-558

uated so long before the winter season works here for SSW prediction is possibly due to559

its strong correlation (cc≈0.8, p< 10−6) with the December average of log10(aa) (blue560

and green curves in Figure 6, respectively. Figure 7a shows the logistic regression curve561

for the QBO-E model using the log10(aa) from start of the year until mid-July along with562

the overall SSW occurrence rate in the respective QBO-E indicated by the horizontal563

dashed line. Clearly, for high log10(aa) values, the model gives the SSW probability which564

is significantly lower than the overall SSW occurrence rate in QBO-E.565

Figures 5d-f show the Brier score, cutoff probability, and model success ratio for566

the QBO-W phase model, with F10.7 index as the explaining factor. Because the vari-567

ability of F10.7 index is dominated by slow solar cycle variation the model performance568

is practically independent of the timing and length of the F10.7 window as long as the569

window is taken before the winter season. The Brier score of the model is on average about570

0.19. The optimal cutoff probability is about 0.4-0.5 and yields a success ratio of about571

85%. For the final QBO-W model, we choose the average of F10.7 evaluated over May –572

July time period. The corresponding values of the solar flux are shown as red curve in573

Figure 6. The F10.7 evaluated 5 months before the winter period is possible as a pre-574

dictor because of the strong autocorrelation of F10.7 over several months due to the slow575

solar cycle variation, which dominates F10.7.576
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Figure 7. Logistic regression estimate of the SSW probability (thick green curve) using (a)

mean log10(aa) index from 1 January to 15 July, and (b) mean F10.7 index from 1 May to 31

July as explanatory variable; dashed blue horizontal lines are the average occurrence probability

of SSWs in the respective QBO phase at 30 hPa (a) in preceding August for QBO-E and (b)

in preceding June for QBO-W. The dotted green curves indicate the 95% confidence interval of

the estimated SSW probability. Histograms of the b-parameter in QBO-E (c) and QBO-W (d)

models (Equation 1) obtained from Monte-Carlo simulation with 10000 iterations that introduces

a random time shift to the QBO time series; red vertical lines denote b-parameters found for the

original QBO.

Figure 7b shows the logistic regression curve for the QBO-W model using the F10.7577

from May to July. One can see that for small F10.7 values the estimated probabilities578

are quite close to the overall QBO-W SSW occurrence rate, but at high F10.7 values the579

model gives significantly larger values again indicating that the combination of QBO-580

W with high F10.7 favors the generation of SSWs.581

Salby and Shea (1991) discussed a possibility that when stratifying the data ac-582

cording to the QBO phase, a solar-related signal can be seen because of frequencies higher583

than half of the QBO frequency can be aliased to low-frequencies. To test the probabil-584

ity of aliasing we performed a Monte Carlo simulation where we shifted the QBO time585

series randomly and recalculated model b-parameters. This was repeated 10000 times586

to get a histogram of expected b-parameters under the assumption that the QBO would587

not influence the b-parameter and that the observed b-parameter was a result of random588

chance and aliasing due to QBO stratification. Figures 7c-d show the distribution of the589

corresponding parameters. As indicated by vertical red lines, the fitted b-parameters are590

significant at 98.5% and 98.7% levels. These results indicate that it would be rather un-591

likely to obtain the observed b-parameters by random chance due to aliasing introduced592

by QBO stratification.593

As a further check of robustness, the parameters of the optimal models (Figures 7a,b)594

were also estimated with the leave-k-out cross-validation. In each of 100000 trials k ran-595

domly selected points of the time-series are left out of the fitting and then used for the596
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Figure 8. Leave-k-out cross-validation of the models for QBO-E (left column) and QBO-W

(right column); k corresponds to the size of the hold out set used for the validation. (a–d) Model

parameters; (e–f) success ratios of of the validating points over all trials depending on the prob-

ability threshold, while horizontal lines indicate a possible success ratio if no modulation by the

geomagnetic or solar activities is considered.
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validation of the model. Here, the results are obtained for k ranging from 1 to 10, so the597

size of the hold-out dataset ranges between 3 and 30% for the QBO-E years and 4 and598

36% for the QBO-W years. Figures 8a–d show the cumulative distribution function of599

the model parameters for different k values. It is clear that leaving more points out re-600

sults in increasing variance of the a and b parameters. However, for both QBO-E and601

QBO-W models, the median values do not depend on k which confirms the robustness602

of the model parameters and performance evaluation metrics based on leave-one-point-603

out cross validation. We also calculated the success ratio of the prediction for all vali-604

dation winters which is dependent on the probability threshold for defining the SSW/no-605

SSW outcome. The performance of the QBO-E (QBO-W) models decreases from 87%606

(86%) to 80% (81%) with more points left out from the training dataset.607

We used the half of a standard deviation threshold to determine the phase of the608

QBO at 30 hPa. To study the sensitivity of our results on the choice of the QBO thresh-609

old, we calculated the cross-validated model success for the QBO-E and QBO-W mod-610

els using different QBO thresholds. The top row of Figure 9 shows for the QBO-E the611

model success, the optimal cutoff probability used in calculation of the success, and the612

number of winters remaining in the analysis as a function of the QBO month and the613

QBO threshold level. The bottom row of Figure 9 shows the same for the QBO-W model.614

One can again see the same optimal QBO months of August for QBO-E and June for615

QBO-W, which produce the best success. These correspond to the optimal months seen616

earlier in Figures 3 and 4. Overall, Figure 9 shows that the model performance (success617

and probability cutoff) is not very sensitive to the choice of the QBO threshold in either618

QBO phase. While the success tends to increase with the QBO threshold the number619

of retained data points decreases dramatically. The chosen threshold of half of standard620

deviation seems to produce a good trade-off between having an optimal success ratio but621

still retaining as many data points as possible. In such a restriction, we lose 3 years when622

winters are preceded by QBO-E in August, 1 winter preceded by QBO-W in June, and623

3 winters preceded by both QBO-E in August and QBO-W in June. In the remaining624

58 years the QBO phase is more clearly defined. Note that for another five years, 1964,625

1983, 1988, 1993, and 2011, the QBO phase was neither westerly in June, nor easterly626

in August.627

6 SSW forecast628

In the previous section, we found that for the QBO-E phase (QBO 30 hPa in Au-629

gust) model the SSW probability can be predicted with average log10(aa) over January –630

July and for QBO-W phase (QBO 30 hPa in June) with average F10.7 index over May –631

July. In both QBO phases, the success ratio of the model exceeds 85%. Using these ex-632

planatory variables, we then hindcasted SSW probability for each of those past winters633

from 1952 to 2021, where the QBO phase could clearly be defined with the criterion dis-634

cussed in Section 2.2 (for 12 out of 70 years the QBO phase could not be determined with635

these criteria). The calculation was done using the separate models for QBO-E and QBO-636

W and the leave-one-point-out cross validation technique that was already used in Fig-637

ure 5. For each winter, we also evaluated the uncertainty of the SSW probability from638

the logistic model. The results are presented in Figure 10, which shows the indicator for639

SSWs for each year with a black dot (value of 1 means SSW and value of 0 means no640

SSW). The colored background shading indicates the QBO phase (blue for QBO-E and641

red for QBO-W). The colored dots indicate the predicted SSW probabilities and the 95%642

confidence limits as well as the upper and lower quartiles of the predicted probabilities.643

The predicted probabilities were converted to binary outcomes using the optimal cut-644

off probabilities of 0.6 and 0.45 for QBO-E and QBO-W phases respectively. The green645

colored dots indicate values, where the binary outcome agrees with the real value (model646

success) and the red dots indicate values, where the binary outcome disagrees (model647
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Figure 9. Models success as a function of the QBO month and the QBO threshold level (a,

d); the cutoff probability used in calculation of the success (b, e), number of winters remaining

in the analysis using different QBO threshold levels (c, f); top row for easterly QBO phase and

log10(aa) in 1 January – 15 July and bottom for westerly QBO and F10.7 in 1 May – 31 July.

failure). The two models together give 50 successful and 8 failed predictions yielding an648

overall success ratio of 86%.649

The overall SSW occurrence rates in QBO-E and QBO-W winters are 73% and 36%,650

respectively. Therefore, the QBO phase alone could be used as a rough estimate for prob-651

ability of SSWs so that all QBO-E winters would be predicted to have an SSW while all652

QBO-W winters would be predicted not to have an SSW. This approach would trivially653

give success ratios of 73% in QBO-E and 64% in QBO-W and therefore an overall suc-654

cess ratio of 69%. Comparing these numbers to the success ratios obtained by includ-655

ing log10(aa) and F10.7 into the SSW prediction models shows that the information brought656

by these parameters greatly improves the accuracy of the SSW/no-SSW prediction. For657

the QBO-E model the inclusion of log10(aa) raises the success ratio to 87%, i.e. almost658

a 20 units of percent of relative increase in success. For the QBO-W phase the inclusion659

of F10.7 raises the success ratio to 86%, i.e. corresponding to a roughly 34 units of per-660

cent of relative increase in success. Overall, the relative increase in the success ratio is661

about 23 units of percent. Figure 10 indicates with a large black open circle those pre-662

dicted probabilities, which differ from the prediction based only on the overall SSW oc-663

currence rate in the respective QBO phase. One can see that in QBO-E phase there are664

6 winters where the inclusion of log10(aa) changed the prediction to correct, while only665

2 winters where the log10(aa) information changed the model outcome to incorrect. For666

the QBO-W phase model there are 7 points where the F10.7 information changed the667

model outcome to correct and only one point where the model outcome changed to in-668

correct.669

In our QBO-E and QBO-W models above we chose to include only the dominant670

(either aa or F10.7) effect in order to keep the model structure simpler and reduce the671

possibility for overfitting. As an additional check to justify this approach we also fitted672

the prediction model by including both aa and F10.7 as explanatory variables in both673

QBO phases using the QBO lags and averaging windows with the best response to aa674

and F10.7 according to the discussion above. We found that for the QBO-E model F10.7675

does not have a significant effect and the b-parameter for aa is not influenced by the in-676
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Figure 10. SSW forecast according to the model (Figure 5c) for the winters preceded by the

easterly QBO in August (blue background) and model (Figure 5f) for the winters preceded by

the westerly QBO in June (purple background). Colored circles indicate median prediction for

the corresponding year, green — successful, red — failed relative to cutoff probability thresholds

0.6 for QBO-E and 0.45 for QBO-W. Caps indicate first and third quartiles and vertical lines

95% confidence interval. Black filled circles with SSW probability equal to one (zero) indicate

winter with (without) SSW according to the ERA5 reanalysis (Table 1). Large black circles

indicate winters when our model and QBO-based forecast disagree.
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clusion of F10.7 into the model. The model performance does not significantly improve677

either.678

In the case of QBO-W model inclusion of aa brings a small improvement to the model679

(e.g., about 8% decrease in Brier score). However, there is some indication that the b-680

parameter of log10(aa) changes depending on whether or not F10.7 is included into the681

model (these changes are not statistically significant though). This tendency might be682

due to the weak correlation (cc=0.4) between log10(aa) and F10.7. Despite the the small683

improvement of the QBO-W model performance by the inclusion of aa it is better to avoid684

overfitting and potential collinearity (even if estimated to be small) in favor of a sim-685

pler and more robust model.686

7 Discussion and conclusions687

The results presented here show that our SSW prediction models are able to pre-688

dict fairly successfully the SSW occurrence of the winter season about 4-6 months in ad-689

vance using information on QBO phase as well as geomagnetic and solar activity. How-690

ever, one source of uncertainty in the results is the fact that the model performance may691

actually depend on the criteria used to define the SSW events. Here, we used the pro-692

cedure by Charlton and Polvani (2007), which is the most common and well recognized693

method used for the consistency between SSW statistical studies. However, this defini-694

tion can sometimes miss some events that in slightly different definitions could be clas-695

sified as major warmings. Another fact, which contributes to the sensitivity of SSW iden-696

tifications is the uncertainty of the reanalysis products, which are driven by the numer-697

ical models assimilating incomplete data with inherent uncertainties and measurement698

precision. It has been estimated that the uncertainty in the upper-air wind at 10 hPa699

in ERA5 is close to 3 m/s (Bell et al., 2021). Therefore, the requirement for the wind700

reversal with a strict 0 m/s threshold may also affect SSW identification in some cases701

and thereby results of our study. However, apart from the earliest years, we tried to mit-702

igate this problem by verifying the identified SSWs using several reanalyses (see Table 1).703

Although a complete recalculation and model optimization for all the other re-analyses704

is out of the scope of this paper, it is worthwhile to roughly estimate how the above re-705

sults would change if we used the other re-analysis datasets included in Table 1 instead706

of ERA5. Compared to ERA5 the joint ERA-Interim/ERA40 set has only two winters707

with different SSW identification (1995 and 2017) and overall has four years (with clearly708

identified QBO) less than ERA5. These differences in the SSW identifications would likely709

not lead to significant difference in the model parameters or performance. The NCEP/NCAR710

re-analysis covers the ERA5 time period, but especially in the 1950s its quality is lower711

than ERA5’s. Apart from the early 1950s, where NCEP/NCAR does not really observe712

much SSWs, there are only 4 differing SSW years in ERA5 and NCEP/NCAR (in QBO-713

W 1965 and 1981 and in QBO-E 1959, while the differing year 1968 is not included in714

the analysis due to QBO being too close to zero). Here 1981 is a solar maximum year715

(ERA5 has SSW and NCEP/NCAR does not) and 1965 a solar minimum year (NCEP/NCAR716

has SSW but ERA5 not). Such a change in the binary SSW probability of two points717

would not significantly influence the model parameters from their ERA5 values as the718

fit is dominated by a large number of other years (see Figure 7b), where the ERA5 and719

NCEP/NCAR agree. Year 1959 (NCEP/NCAR has SSW but ERA5 does not) is a QBO-720

E year with aa value close to its cycle maximum. Figure 7a shows that exchanging this721

one no-SSW point in the right hand side of the aa-axis to an SSW would not significantly722

affect the regression fit, because of the dominance of the other no-SSW years at high aa723

values. Even though these small changes in the number of SSW/no-SSW years from ERA5724

and NCEP/NCAR would slightly decrease the number of successful predictions in NCEP/NCAR725

it would not lead into any significant change in the success ratio if we consider only the726

slightly shorter and more reliable portion of the NCEP/NCAR dataset after 1959.727
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In this study, we developed a probabilistic model to estimate the probability for728

the occurrence of an SSW event in the upcoming winter. We used here the logistic re-729

gression method to model the dependence of SSW probability on QBO phase and ge-730

omagnetic activity characterized by the aa index and solar activity characterized by the731

F10.7 index. Given the relatively small amount of data we carefully estimated the op-732

timal parameters and performance of the model using cross-validation methods.733

We showed that when the QBO phase in preceding August at 30 hPa is easterly734

the SSW occurrence depends on geomagnetic activity expressed by the log10(aa) index,735

which is a proxy for energetic electron precipitation (EEP) into the upper atmosphere.736

The strongest influence was observed for the geomagnetic activity evaluated in the be-737

ginning of the winter from early December to early January. This agrees well with the738

established influence of energetic electron precipitation on the polar vortex (Salminen739

et al., 2019). When the geomagnetic activity and level of particle precipitation is lower740

than average, less ozone is destroyed by the catalytic reactions with EEP-created NOx.741

In mid-winter this results in cooler mesosphere and upper stratosphere due to increased742

infrared radiative cooling (Sinnhuber et al., 2018) and by the following dynamical im-743

pact to warmer lower stratosphere (Salminen et al., 2019) and weaker than average po-744

lar vortex with more frequent SSWs compared to the average occurrence rate under the745

easterly QBO. The EEP influence on the polar vortex is known to preferentially occur,746

when the planetary wave activity to the vortex is suitably enhanced, e.g., during east-747

erly QBO phase (Asikainen et al., 2020; Salminen et al., 2022). On the other hand, the748

geomagnetic activity influence on SSW probability can also be interpreted so that in QBO-749

E larger than average geomagnetic activity (EEP) strengthens the polar vortex and makes750

it less prone to SSWs.751

The early winter time window for geomagnetic activity does not allow much long-752

term predictive capability. However, we found here that due to the autocorrelation of753

aa index we can also use the average log10(aa) evaluated from the start of the year un-754

til mid-July to produce almost an equally successful prediction model for the SSW prob-755

ability of the subsequent winter season. This model allows us to issue an SSW predic-756

tion in August and yields a cross-validated success ratio of about 87%.757

We also confirmed here the earlier observations by Labitzke and van Loon (1988);758

Labitzke et al. (2006); Gray et al. (2010), which indicate that the solar activity modu-759

lates the Holton-Tan effect for the westerly QBO phase and consequently leads to a de-760

crease (increase) of the SSW occurrence when solar activity is low (high). We found that761

this influence could be seen not only for winter solar F10.7 flux and winter westerly QBO762

at 50 hPa, but also using F10.7 solar flux and QBO phase at 30 hPa during preceding763

summer. This allowed us to model the SSW probability with May – July average of F10.7764

index in QBO-W phase evaluated at 30 hPa pressure level in June. The cross-validated765

success ratio of this model was about 86%. Some past climate simulation studies, e.g.,766

Matthes et al. (2013) have confirmed these solar UV influences in QBO-W phase in long,767

over 100-year, simulation runs. However, some others, e.g., Kren et al. (2014), have im-768

plied a that the combined solar UV/QBO influence on the polar stratosphere might not769

be robust feature, but rather observed due to random chance in short climate records770

of about 40 years. While we cannot completely rule out the possibility of the random-771

ness of the F10.7 response in SSW occurrence frequency during QBO-W we note that772

given the rather long 69-year observational record used here (nearly twice the length of773

the 40-year period which Kren et al. (2014) deemed potentially problematic) the results774

appear statistically significant and the probability of chance occurrence of the results is775

rather low (Figure 7).776

Together the aa and F10.7 indices with the QBO phase allow for a rather good pre-777

diction of the probability of SSWs in the upcoming winter to be issued already in the778

preceding August. The overall success ratio of the combined models is about 86%, which779

is clearly higher than a rough prediction based only on the phase of the QBO (i.e. the780
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Holton-Tan effect), which yields a success ratio of about 69% (accounting for the both781

QBO phases).782

The current numerical weather forecasting models can successfully predict the oc-783

currence of SSWs about two weeks in advance (Baldwin et al., 2021). While our prob-784

abilistic model can only evaluate the probability for a SSW to occur at some point of785

a winter, it offers a considerably longer lead time of about 4–5 months. Since SSWs are786

known to have significant impacts on ground weather for several weeks in large regions787

over the Northern Hemisphere the long lead time prediction offers improved capabilities788

to mitigate the effects of SSWs on different areas of society dependent on winter time789

weather conditions, e.g., energy consumption and production. The results obtained here790

could possibly be further improved, e.g., by including other climate factors known to in-791

fluence the polar vortex and SSW formation, e.g., El Niño Southern Oscillation, volcanic792

activity and previous states of the NAO/NAM circulation modes. However, as a first ap-793

proach to long-term probabilistic prediction of SSWs based on solar related drivers the794

results obtained here are quite promising.795
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